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Theoretical and legal foundations of the formation of the legal definition of artificial
intelligence: challenges and prospects

The purpose of this study is to analyze the theoretical and legal foundations of the formation of the legal defi-
nition of artificial intelligence (Al) in the context of its rapid development and implementation in various
spheres of public life. The study examines the existing problems associated with the lack of a unified legal
definition of Al, as well as analyzes approaches to its regulation applied in various countries and international
organizations, including the European Union and the United States. The research methods used were the
analysis of regulatory legal acts, scientific publications, as well as comparative legal analysis. As a result of
the study, it was revealed that the lack of a unified legal definition of Al creates significant legal difficulties
that hinder effective regulation of this area. It has been established that approaches to the definition of Al and
its regulation differ significantly in different jurisdictions, which leads to conflicts and legal uncertainty. The
need to develop agreed international standards and definitions of Al, as well as mechanisms for allocating re-
sponsibility for harm caused by Al, and personal data protection was emphasized. In conclusion, the im-
portance of an integrated and interdisciplinary approach to the development of a legal system capable of ef-
fectively regulating relations related to Al is emphasized.

Keywords: Artificial intelligence, legal regulation, legal status, definition of Al, international cooperation, re-
sponsibility of Al, ethical principles, regulatory framework, digitalization, information technology, data pro-
tection, legal risks, automation, innovation, cybersecurity.

Introduction

In recent years, there has been a rapid development and implementation of artificial intelligence (Al)
technologies in various spheres of public life in Kazakhstan. Al applications cover areas such as public ad-
ministration, healthcare, education, finance, logistics, agriculture, and industry. In particular, in the field of
healthcare, Al is used to diagnose diseases through the analysis of medical images, which increases the accu-
racy and speed of diagnosis. In education, Al contributes to the personalization of learning by adapting edu-
cational programs to the individual needs of students. In the financial sector, Al is used to analyze large
amounts of data, which improves risk management and increases operational efficiency [1].

Realizing the importance of Al for the country’s future, the Government of the Republic of Kazakhstan
has approved the Concept of Artificial Intelligence Development for 2024—-2029. This strategic document is
aimed at creating an Al ecosystem, including the development of infrastructure, data, human capital and sci-
entific research. Special attention is paid to the formation of a regulatory framework and acceleration pro-
grams, which demonstrates the comprehensive approach of the state to the development of this advanced
technology [2]. However, despite the obvious advantages and prospects of using Al, its rapid spread raises a
number of legal and ethical issues. The lack of a unified legal definition of Al and relevant regulations can
lead to legal gaps and uncertainties in regulating this area. The Concept of Legal Policy of the Republic of
Kazakhstan until 2030 emphasizes the need to develop legal mechanisms aimed at resolving issues of liabil-
ity for harm caused by Al, as well as determining the legal status of products created with its participation
[3]. In this context, it is particularly important to note the initiative to develop a draft law “On Atrtificial In-
telligence” aimed at establishing legal regulation in the field of Al, including interaction between govern-
ment agencies, individuals and legal entities. This bill also provides for the adoption of ethical standards,
state regulation and the definition of the legal regime for the functioning of Al facilities [4].

* Corresponding author’s e-mail: aridnis@mail.ru

68 BecTHuk KaparaHgmMHCKoro yHmBepcuteTa


https://doi.org/10.31489/2025L1/68-79
mailto:aridnissakta.11@gmail.com
mailto:aridnis@mail.ru
mailto:aridnis@mail.ru
https://orcid.org/0009-0008-0457-7794
https://orcid.org/0000-0001-7218-197X

Theoretical and legal foundations...

The relevance of research on the theoretical and legal foundations of defining artificial intelligence aris-
es not only from its widespread use across various sectors of society but also from the urgent need to estab-
lish appropriate legal regulations that balance innovative development with the protection of citizens' rights
and freedoms.

The lack of a unified legal definition of Al creates significant legal difficulties that hinder effective reg-
ulation of this rapidly developing field. Currently, there are no legislative acts in the Republic of Kazakhstan
that directly regulate Al, which creates a legal vacuum in this area [5; 42]. Developing a universal definition
of Al is complicated by the interdisciplinary nature of this technology, which requires combining knowledge
from various fields such as statistics, linguistics, robotics, mathematics, economics, logic, and law. This
leads to different approaches in defining Al, which makes it difficult to form a single legal standard [6; 253].

The lack of a clear legal status of Al leads to uncertainty about responsibility for actions committed
with its participation. In particular, difficulties arise in determining the subjects responsible for the harm
caused by Al, as well as in matters of intellectual property of works created with its help [3]. In addition, the
lack of a single definition of Al makes it difficult for international cooperation and the harmonization of leg-
islation in this area. Differences in national approaches to Al regulation can lead to legal conflicts and hinder
the development of cross-border technologies [7]. It can be said that the lack of a unified legal definition of
Al creates serious legal difficulties that require the development of coordinated approaches and regulations
that ensure effective and fair regulation of this area.

Currently, there is no unified approach in the scientific community to determining the legal status of Al,
which creates significant gaps in research and theoretical schools. Existing concepts range from recognizing
Al as an object of law to offering it the status of an independent subject of legal relations. However, none of
these theories has been universally accepted, which indicates the need for further research in this area [8;
126].

One of the key gaps is the absence of clear criteria to distinguish Al as both an object and a subject of
law. The absence of such criteria makes it difficult to determine the rights and obligations associated with the
use of Al, as well as to establish responsibility for its actions. In addition, many studies focus on the tech-
nical aspects of Al, overlooking its legal nature and the possible legal consequences of its use [9; 138]. Exist-
ing theoretical schools offer different approaches to the legal regulation of Al. Some scientists insist on the
need to develop special regulations governing the use of Al, while others consider it sufficient to apply exist-
ing legal norms and adapt them to new technologies. However, none of these approaches provides an ex-
haustive solution that takes into account all the features and risks associated with Al [10; 68].

From our point of view, existing research does not sufficiently take into account the dynamic nature of
Al development and its ability to self-learn. This leads to the fact that the proposed legal models quickly be-
come outdated and do not meet the real needs of society. An integrated and interdisciplinary approach is
needed, combining the efforts of lawyers, engineers, philosophers and other specialists to develop a flexible
and adaptive legal system capable of effectively regulating Al-related relationships. Gaps in existing
research and theoretical schools require the development of new concepts and approaches that can
adequately reflect the complexity and versatility of Al, as well as ensure its effective and safe use in the legal
field.

Methods and materials

In the course of the research, an integrated approach was used, including several methods and sources.
The analysis of regulatory legal acts covers national and international documents, such as the Concept of Ar-
tificial Intelligence Development in Kazakhstan (2024-2029), the Concept of Legal Policy of the Republic of
Kazakhstan until 2030, Federal Law No. 123-FL of the Russian Federation, the European Ethical Charter on
the Use of Artificial Intelligence in Judicial Systems, as well as the “Bill of Al Rights” There is also a
Framework convention on Artificial Intelligence in the USA. The analysis of scientific publications is based
on the study of modern research on the legal status, ethical aspects and international regulation of Al. Docu-
ments from international organizations (the UN, the OECD, the Council of Europe, and EU expert groups)
were used to substantiate the conclusions. Considerable attention is paid to comparative analysis, which
makes it possible to identify differences in approaches to the definition and regulation of Al in the European
Union, the United States and other jurisdictions. The complex nature of the methods used ensures the depth
and comprehensiveness of the research, however, the lack of an explicit description of the methodology in a
separate section limits the transparency of the approaches used.
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Results

In the context of the rapid development of Al technologies, various countries and international organi-
zations are making efforts to form legal definitions and regulate this area. However, there is still no single,
universally accepted definition of Al, which leads to a variety of approaches and terminological interpreta-
tions.

In the European Union, a High—level Expert Group on Artificial Intelligence (Al HLEG) [11] in 2019
proposed a definition according to which Al is a system that demonstrates intelligent behavior by analyzing
its environment and taking actions with a certain degree of autonomy to achieve specific goals. This defini-
tion focuses on the ability of Al systems to perceive, reason, and make decisions, as well as their autonomy.

In the Russian Federation, the concept of Al was legislated in 2020. According to Federal Law No. 123-
FL, Al is defined as a set of technological solutions that allow simulating human cognitive functions and ob-
taining results comparable to the results of human intellectual activity when performing specific tasks. This
definition emphasizes the imitation of human cognitive functions and focuses on the practical application of
Al technologies [12; 116].

International organizations are also taking steps to develop definitions and standards in the field of Al.
In 2018, the Council of Europe adopted the European Ethical Charter on the Use of Artificial Intelligence in
Judicial Systems, where Al is considered as a set of technological solutions capable of performing tasks that
require intellectual efforts normally inherent in humans. This approach focuses on the ethical aspects of the
use of Al, especially in the context of judicial systems [13; 72].

There is no single federal definition of Al in the United States of America. Various departments and or-
ganizations offer their own interpretations. For example, the National Institute of Standards and Technology
(NIST) [14] defines Al as a system capable of perception, learning, reasoning, and decision-making, reflect-
ing a functional approach to understanding Al. NIST is engaged in fundamental research, evaluation, and
standards development for Al, including software, hardware, architectures, human interaction, and team-
work, as well as all relevant intersections and interfaces that are vital to trust in Al computing. In addition,
NIST has developed an “Al Risk Management Framework” designed for voluntary use and aimed at improv-
ing the ability to take reliability aspects into account in the development, implementation and evaluation of
Al products, services and systems.

Analyzing the existing definitions, it can be noted that most of them focus on the ability of Al systems
for autonomous decision-making, imitation of human cognitive functions and applicability in various fields.
However, the lack of a unified approach and a variety of terminological interpretations create difficulties in
international cooperation and harmonization of legal norms in the field of Al. The development of a coherent
and comprehensive definition of artificial intelligence is a necessary step for effective legal regulation of this
field. This approach will eliminate existing discrepancies and ensure uniformity in the understanding and
application of Al technologies at the international level.

Analyzing the existing legal definitions of Al in various countries and international organizations, we
can identify several key elements and criteria that are often used to characterize Al:

The ability of Al to process and analyze large amounts of data to identify patterns and make informed
decisions is a key element;

Many definitions emphasize the ability of Al to mimic or reproduce human cognitive functions such as
thinking, learning, analysis, and decision-making. For example, in V.A. Laptev’s article, Al is defined as
“the ability of intelligent systems to perform creative functions normally inherent in humans” [15; 83];

The ability of Al to act autonomously, without direct human intervention, is another important criterion.
The European Charter of Ethics on the Use of Artificial Intelligence in Judicial Systems and Related Fields
describes Al as a system that “demonstrates reasonable behavior by analyzing its environment and taking
action with a certain degree of autonomy to achieve specific goals” [16; 54];

Some definitions focus on the ability of Al to adapt to new data and learn from it. This allows the Al to
improve its productivity and efficiency in completing tasks. The same article by Laptev V.A. notes that Al
includes systems that are “capable of learning and adapting based on data analysis™ [15; 84];

Other definitions include an indication of the need for Al to comply with established ethical and legal
standards. The European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems [17] em-
phasizes the importance of observing the principles of transparency, impartiality and respect for fundamental
rights when using Al.
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These criteria reflect the desire of legal systems to take into account the complexity and diversity of Al
technologies when regulating them. However, despite certain achievements in the formulation of Al charac-
teristics, in practice there are significant gaps and contradictions in approaches to its legal regulation.

One of the key problems is the lack of a unified approach to determining the legal status of Al. Various
concepts are proposed in the scientific literature, including recognizing Al as an object of law or granting it
the status of an independent subject of legal relations. However, the lack of universal acceptance of these
approaches indicates the need for further development and unification of legal regulation of Al [18; 90]. In
addition, existing definitions of Al often focus on its technical characteristics, overlooking legal and ethical
aspects. This leads to uncertainty about responsibility for Al actions, personal data protection, and respect for
human rights. Bakhteev D.V. notes that the lack of a clear legal status of Al creates difficulties in determin-
ing the subjects responsible for its actions [19; 11]. There is also a gap between the rapid development of Al
technologies and the slow process of adapting legislation. Many legal systems do not have time to respond to
new challenges related to Al, which leads to legal gaps and conflicts.

These contradictions and gaps in existing definitions and approaches to Al indicate the need to develop
a coherent legal framework that takes into account both technical and ethical aspects of the use of Al. Only
an integrated and interdisciplinary approach will make it possible to create an effective regulatory system
capable of adapting to rapidly changing conditions and ensuring a balance between innovation and the pro-
tection of human rights and freedoms.

The rapid development of Al in recent years has significantly outpaced the speed of law-making, which
leads to legal gaps and challenges in its regulation. In the Republic of Kazakhstan, the issue of the need for
legal regulation of Al was first identified in 2021 in the “Concept of Legal Policy until 2030” [20]. The doc-
ument emphasizes the need to address issues of allocating responsibility for the harm caused by Al, as well
as determining the ownership of intellectual property rights to works created with its participation. However,
despite the recognition of these problems, legislative initiatives in the field of Al remain under development.
The lack of specialized regulations governing the use of Al creates uncertainty in law enforcement practice
and may hinder the introduction of innovative technologies. The accelerated pace of Al development and its
penetration into many areas of life require adequate and timely legal regulation.

The slow pace of the law-making process is due to several factors. One of the problems is the complexi-
ty and diversity of Al technologies which make it difficult to create general legal norms that could embrace
all the possible areas of its application. Third, lack of technical expertise among legislators may cause some
delays in the adoption of appropriate laws. Many lawmakers and lawyers may lack a strong technical under-
standing of Al, making it challenging to create effective rules and standards. Furthermore, legal systems are
usually reactive to the social relations that are already in place while Al technologies are progressive, creat-
ing new forms of relationships and risks. This results in a situation where the existing legal norms are not yet
adapted to the new realities and there are legal vacuums.

In the present world where Al is gradually finding its way into almost all aspects of life from the eco-
nomic sector to the healthcare sector it is important to accelerate the process of law making. This paper aims
to explore how to accelerate the legal system to develop versatile and flexible legal frameworks that can keep
pace with technological changes to ensure the safe implementation of Al in society.

Today there are critical variations in the legal regulation of Al between the European Union (EU) and
the United States of America (USA) which results in conflicts of jurisdiction and legal challenges in the in-
ternational arena.

The EU has set its sights on the strict regulation of Al, and for all the right reasons, namely to protect
fundamental rights and ensure security. The European Commission on Ethics in Science and New Technolo-
gies (EGE) has identified a set of principles based on the core values of the EU treaties and the Charter of
Fundamental Rights. These principles place humans at the centre of technological progress. There are three
ethical principles that underpin the reliability of the development and use of Al systems: respect for individ-
ual autonomy, fairness, solidarity and honesty, as well as openness and transparency.

In 2018, a group of leading experts in Al (Al HLEG) was established by the European Commission to
provide advice on the legal and ethical implications of Al. The Ethics Guide for Artificial Intelligence devel-
oped by the group in April 2019 identified three key criteria: legality, ethics, and reliability of Al. The Law
on Aurtificial Intelligence (AlA), presented by the European Commission on April 21, 2021, defines the sub-
jects of Al application (suppliers, users, as well as suppliers and users from third countries whose products
are used in the EU).
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It should be noted that, according to sources, the AIA does not apply to private users and does not pro-
vide mechanisms for protecting the rights of individuals, such as procedural rights or the right to compensa-
tion for damages. Also, the sources emphasize that the AIA needs to be improved in various aspects [21;
376].

Unlike the EU, the United States strives to maintain its international leadership in the field of Al by ad-
hering to a policy of “soft regulation” that creates favorable conditions for innovation and technological pro-
gress. This strategy has been reflected in a number of initiatives aimed at strengthening the country’s posi-
tion in the global technology race. So, in 2019, President Donald Trump signed a decree aimed at strengthen-
ing the global leadership of the United States in the field of artificial intelligence. This step highlighted the
country’s desire to dominate the development and application of Al technologies, laying the foundations for
a national strategy in this area.

As a continuation of this policy, a draft “Al Bill of Rights” was presented in 2022, which included prin-
ciples such as creating secure systems, protecting against discrimination, ensuring privacy, transparency, and
the ability to choose between using a machine or a human. However, despite its importance, this document
remains a recommendation and has no legal force. This approach confirms the desire of the American gov-
ernment and companies to maintain a balance between innovation and minimal interference in the process of
their development. Nevertheless, in recent years, there has been a noticeable trend in the United States to-
wards borrowing elements of the European regulatory model, which is manifested in the release of the Prin-
ciples for the Development, Deployment and Use of Generative Artificial Intelligence Technologies. How-
ever, like the Al Bill of Rights, these principles are purely advisory in nature, remaining within the frame-
work of a “soft regulation” approach [22; 253].

The differences in approaches between the EU and the US create difficulties for companies operating in
both markets. Strict EU requirements may conflict with more lenient US standards, leading to legal uncer-
tainty and additional costs for businesses. U.S. Secretary of Homeland Security Alejandro Majorca’s noted
that uncoordinated regulation of Al on both sides of the Atlantic could lead to confusion and security vulner-
abilities [23].

These disagreements highlight the need to harmonize legal standards in the field of Al at the interna-
tional level. Without coordinated approaches, companies face uncertainty, and governments face risks to the
security and rights of citizens. Cooperation between jurisdictions and the development of common principles
for regulating Al are key steps for effective management of this technology on a global scale.

In the context of the rapid development of artificial intelligence (Al) technologies, a number of ethical
and legal dilemmas arise that require careful analysis and regulation. One of the most significant issues is the
responsibility for the harm caused by Al and the protection of personal data.

The lack of a clear legal status of Al in the legislation of the Republic of Kazakhstan creates uncertainty
regarding the allocation of responsibility for the harm caused by its actions. Currently, various concepts of
regulating the legal status of Al are presented in the scientific literature. The following models stand out
among them:

— Al as an object of law, similar to a property or technological asset;

— Al as alegal entity equated to legal entities;

— Al as an “electronic person” with legal duties and rights formulated specifically for autonomous
systems [24].

The criteria for recognizing Al as a legal entity are external isolation, personification, and the ability to
develop, express, and implement a unified will. However, this approach does not always take into account
the complexity and autonomy of modern Al systems.

Al systems often process large amounts of personal data, which creates risks of violating the right to
privacy. The Law “On Personal Data and their Protection” [25] is in force in Kazakhstan, but its provisions
do not fully take into account the specific features of Al data processing. Companies are responsible for vio-
lations of this law, but no direct regulation of the use of Al in the context of data protection has been under-
taken yet.

In 2024, the Office of the Data Protection Commissioner of the Astana International Financial Center,
together with the Digital Rights Center Qazagstan law firm, developed a guide on data protection and artifi-
cial intelligence. The document contains recommendations on the use of personal data in Al systems and is
aimed at reducing the associated risks [26].
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These ethical and legal dilemmas require the development of an integrated approach that takes into ac-
count both the technical and legal aspects of using Al. It is necessary to create a regulatory framework that
ensures a balance between the development of innovation and the protection of fundamental human rights.

Discussion

The fragmentation of definitions of Al in various jurisdictions and international organizations signifi-
cantly complicates the process of international cooperation and generates significant legal risks. The lack of
a unified approach to the definition of Al leads to discrepancies in law enforcement practice, which makes it
difficult to develop and implement agreed international standards and norms. Differences in definitions of Al
between countries create obstacles to effective cooperation in the development, application and regulation of
these technologies. The lack of agreed international standards in the field of Al leads to fragmentation of le-
gal regulation, which, in turn, complicates international cooperation and creates legal risks.

In addition, a variety of approaches to the definition of Al can lead to conflicts of jurisdiction and com-
plicate the process of resolving cross-border disputes related to the use of Al. The article by Lev M.Yu.,
Leshchenko Yu.G., Medvedeva M.B. emphasizes that the lack of harmonized international standards in the
field of Al can lead to legal uncertainty and increase risks for all participants in the process [27; 2001]. The
authors of this study express concern about the current fragmentation of legal definitions of Al and empha-
size the need to develop consistent international standards and definitions. Legal risks can only be mini-
mized, and effective international cooperation in the field of Al can be ensured, through collaborative efforts
and the harmonization of approaches.

In the context of the rapid development of Al technologies, there is a need to develop a universal legal
definition that can ensure a balance between flexibility, necessary to stimulate innovation, and concreteness,
ensuring the protection of the rights of subjects. On the one hand, an excessively narrow and detailed defini-
tion of Al can limit the development of new technologies that do not fall under the established definition,
which will lead to a deterrence of innovation. On the other hand, too general definition can create legal un-
certainty, making it difficult to apply legal norms and protect the rights of subjects.

The Concept of Legal Policy of the Republic of Kazakhstan until 2030 [20] emphasizes the need to de-
velop legal mechanisms capable of adequately responding to the rapid development of technologies, includ-
ing Al. The document notes that legal regulation should be aimed at creating conditions for innovative de-
velopment, while ensuring the protection of citizens’ rights and freedoms.

When forming a legal definition of Al, it is necessary to take into account the need for its adaptability to
future technological changes, as well as to ensure clarity and certainty for law enforcement practice. This
will create a legal framework that promotes the development of Al without prejudice to the rights and inter-
ests of legal entities. Achieving such a balance is a key factor for effective and fair legal regulation of Al in
modern society.

Further, there is a need to develop effective mechanisms for its regulation. We should consider the pro-
spects in this area, including the harmonization of legislation through international organizations, the crea-
tion of specialized regulatory bodies to assess Al risks, and the introduction of ethical principles into legal
norms.

International organizations such as the United Nations (UN) and the Organization for Economic Coop-
eration and Development (OECD) play a key role in shaping global standards for Al regulation. In 2024, the
UN Economic and Social Council emphasized the need to develop universal principles and standards to en-
sure the responsible use of Al, focusing on ethical aspects and human rights [28].

OECD plays an important role in shaping the rules for the development and implementation of Al at the
global level. In May 2019, the OECD adopted the “Recommendations of the Council on Artificial Intelli-
gence” (OECD Al Principles), which were signed at the meeting of the OECD Council at the ministerial lev-
el. This document became the first intergovernmental standard in the field of Al management, which under-
lines the importance of international coordination in regulating this complex and rapidly developing field.

The OECD Al Principles are advisory in nature and are divided into two blocks: five principles for re-
sponsible Al development and five recommendations in the field of national policy and international cooper-
ation in the field of Al [29; 76]. These principles and recommendations provide the basis for a responsible
and ethically sound approach to the development and application of Al technologies. In addition, the docu-
ment provides a terminology framework that clarifies key concepts, including definitions of Al systems, their
lifecycle, actors, and stakeholders.
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Of particular historical significance is the fact that the signing of the OECD Principles of Al was the first
time when states agreed on the rules for the development of Al at the international level. This step not only
consolidated a common approach to ethical issues related to Al, but also served as the basis for further initia-
tives in this area. The Principles have been signed by 46 countries, including not only OECD members, but also
8 States outside its structure, which demonstrates a broad international consensus on the need to regulate this
area. However, the importance of the OECD Al Principles goes beyond their original purpose: they contribute
to the harmonization of Al standards, as many countries and international organizations refer to the definitions
and approaches proposed by the OECD. Thus, this standard has become an important guideline for developing
national strategies and establishing mechanisms for international cooperation.

To effectively monitor and manage the risks associated with Al, it is necessary to create specialized regu-
latory bodies. A group of UN experts stated [30] that global management of artificial intelligence is “mandato-
ry”. Experts urge the UN to lay the foundations for the first inclusive global institutions to regulate fast-
growing technologies.

They note that Al is “transforming our world”, offering enormous potential for good, from opening up
new fields of science and accelerating economic growth to improving public health, agriculture, and optimizing
energy networks. However, if Al remains unmanaged, its benefits may be confined to a select few countries,
companies, and individuals. More advanced systems “could upend the world of work™, create autonomous
weapons, and pose significant risks to peace and security.

The Group has developed principles that should form the basis for the formation of new institutions for Al
governance, including international law, and especially human rights law. They call on all Governments and
parties involved in Al to cooperate to protect human rights. The group’s recommendations include the creation
of an international scientific committee on Al to form a global understanding of its capabilities and risks, as
well as a global dialogue on Al governance at the United Nations to consolidate future institutions based on the
principles of human rights and international law. This is consistent with your idea of the need to create special-
ized regulatory bodies to assess threats and develop security standards.

It is also proposed to create a global Al fund so that technologies can bridge the gap between rich and
poor countries and contribute to the achievement of the UN development Goals for 2030, as well as the “Ex-
change of standards” to ensure technical compatibility. Currently, only seven of the 193 UN member states are
participants in seven recent notable Al governance initiatives, while 118 countries, mostly from the global
South, are “completely absent” from any conversation. The Expert Group stresses that “technology is too im-
portant and the stakes are too high to rely solely on market forces and a fragmented mosaic of national and mul-
tilateral actions”.

Despite the fact that experts do not recommend the creation of a new UN Al agency at this stage, they
emphasize the importance of exploring such a possibility in the future, similar to the International Atomic En-
ergy Agency, which has knowledge and some regulatory powers.

Integrating ethical principles such as transparency, accountability, and fairness into legal norms is an im-
portant step to ensure responsible use of Al. In 2024, the first legally binding Al treaty was signed, known as
the Framework Convention on Artificial Intelligence, which sets out the basic principles for Al systems, includ-
ing data protection, law enforcement, and transparency. This treaty highlights the need to ensure that Al is con-
sistent with human rights, democracy, and the rule of law [31].

Thus, the harmonization of legislation through international organizations, the creation of specialized reg-
ulatory bodies and the introduction of ethical principles into legal norms are key areas for ensuring the safe and
responsible development of Al

In the course of our research, certain limitations have been identified that must be taken into account when
forming the legal framework for regulating Al. Effective implementation and application of legal norms in the
field of Al largely depends on the political will of the country’s leadership. Without top-level support, even the
most thoughtful legislative initiatives may remain unrealized. The desire to purposefully influence the process
of technology development requires the removal of legal barriers that hinder the development of the digital
economy. This highlights the importance of the active participation of government agencies in shaping and
supporting legal initiatives in the field of Al.

Given the identified limitations, the proposed legal definitions and mechanisms for regulating artificial in-
telligence require constant revision and adaptation to new realities. The conclusions and recommendations pre-
sented in the study can be used as a starting point for further discussions and developments in the field of legal
regulation of Al, and thus to the development of a fair and effective legal system that is capable of addressing
the challenges of the present day.

74 BecTHWk KaparaHguHcKoro yHuBepcuteTa



Theoretical and legal foundations...

Conclusions

The study has been carried out to identify and discuss key issues pertaining to the legal regulation of Al.
In particular, it was found that the absence of a single legal definition of Al and the absence of generally ac-
cepted international standards are the significant legal issues and obstruct the ability to regulate this area. The
methods of defining Al and the varying approaches used by different countries and international organizations
such as the European Union, Russian Federation and United States of America are analyzed. It was observed
that the majority of the definitions are based on the principles of decision making, simulation of human cogni-
tion and the use of Al in different industries.

Furthermore, the study establishes that there are crucial variations in the approaches to the legal regulation
of Al between the EU and the USA which results in conflicts of jurisdiction and legal challenges in the interna-
tional arena. The EU is very much keen on strong regulation of Al, and more specifically, on the protection of
fundamental rights. The U.S. has a policy of what might be called “soft regulation”, one that is more oriented
toward encouraging innovation. The problem of liability for harm caused by Al, and personal data protection
was also addressed, which is an important aspect for the development of an effective legal system.

The key results of the study revealed that the absence of a single definition of Al and international stand-
ards in the regulation of this area is difficult and incompatible to regulate effectively without such a framework
and creates barriers to cooperation between international regimes. There are conflicts of jurisdiction as the EU
and the US have different approaches to the regulation of Al. Therefore, there is a need to agree on standards
and mechanisms such as identifying who is to blame for the harm caused by Al and personal data protection.
For the purpose of this paper, it is emphasized that regulation is best implemented as a hybrid model, which
means that it has to be multidisciplinary and interdisciplinary in approach, including the establishment of spe-
cific regulatory bodies to monitor risks and the integration of ethical principles into legal nhorms to ensure that
the use of Al is both efficient and safe.

The practical importance of the research is that it reveals critical issues and deficiencies in the legal sys-
tem regulating Al which is relevant for government entities creating policies for this area. The outcomes of the
study can be used as a reference for the formulation of national strategies and action plans for the development
and regulation of Al. Moreover, the study may be helpful for companies engaged in Al-related business as it
offers a clearer view of the legal matters involved in their operations and ways of avoiding risks.

From a scientific point of view, the research is aimed at the development of the theory of legal regulation
of Al, systematizing of various approaches and concepts. It also focuses on the necessity of an interdisciplinary
approach towards the research of Al and its legal implications. The results of the study can be used as a basis
for further scientific work in this field and also to contribute to the development of an international dialogue on
Al regulation.

The results of the research can be used in such fields as legislative development, where they can be used
to develop new laws on the use of Al in different areas of the economy and society and to formulate public pol-
icy to inform national strategies and programs for the development of Al. In the area of education, they will aid
in training specialists in the field of law, information technology and artificial intelligence, as well as in enhanc-
ing legal awareness of the population. To businesses, the findings of the study will aid companies that are using
Al in their legal update and risk management. In international cooperation, they can contribute to the conver-
gence of laws and the enhancement of the relationship between countries. In judicial practice, the results can be
applied to the development of approaches to the consideration of cases involving Al, including questions of
responsibility and protection of rights.

In conclusion, the study emphasizes the necessity of an integrated and interdisciplinary approach to the le-
gal regulation of Al, and the role of international cooperation in the face of challenges arising from the rapid
development of this technology.
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/Kacanabl HHTEJVIEKTiH KYKBIKTBIK AHBIKTAMACHIH KAJBINITACTHIPY/IbIH
TEeOPUSJIBIK JKOHEe KYKBIKTBIK Heri3iepi: Macesesiepi MeH 0o/1amarbl

MakanaHbIH Makcatsl )kacaHbl HHTeIUIeKTiH (JKW) KYKBIKTBIK aHBIKTaMAChIH KJIBIITACTHIPY IBIH TEOPHSIIBIK
JKOHE KYKBIKTBIK HETi3/IepiH OHBIH KAapKBIHABI JaMybl KOHE KOFaMIBIK ©MIpIiH OpTypii cajajapblHa eHyl
KarmaieiHaa tangay. Kymeicta KU-aiH OipeiHFall KYKBIKTHIK aHBIKTaMACBIHBIH OOJIMaybIHAa OalIaHBICTHI
Mocesenep 3epTTenreH, coHfgai-ak Eypomansik omak meH AKIL-TeI Koca anmFaHzma, opTyYpili enmepae KoHe
XaJBIKApasbIK YHBIMAApIa KOJIIAHBUIATHIH JKOHE OHBI PETTEY TOCLIIEpl TaliaHFaH. 3epTTey dJicTepi peTiHae
HOPMAaTHUBTIK-KYKBIKTBIK aKTiJep, FRUIBIMU JKapUsUlaHBIMAp, COHOal-aK CaJBICTHIPMAIIBI-KYKBIKTBIK Tajgay
KOJIIaHBUIIBL. 3epTTey HOTH)KECiHAE OipbIHFail KYKBIKTHIK aHBIKTAMaHBIH 0OJIMaybl )KOHE OCHI CaJaHbl THIMIL
perTeyre Kelepri KeNTipeTiH aWTapibIKTail KYKBIKTHIK KHBIHABIKTap TYFBI3AaTBIHBI aHBIKTAIIBL. JKacaHIb!
MHTEIUIEKTI aHBIKTAY XKQHE OHBI PETTey TACUIAepi SpTYpIl IOPHUCANKINIIAP/A aHTapIIBIKTal epeKIIeNIeHeTiHi
alKpIHAANBl, Oyl KaKTBIFBICTAD MEH KYKBIKTBIK Oenrici3mikke okemneni. KermiciireH XaJbIKapasbiK
crangaptrap MeH JKU anpikTamanapsid, coHpaii-ak XKW kenTipreH 3usiH YIIiH jKayanKepIIUTIKTI 0eiry skoHe
nepbec IepeKTepli Kopray TETIKTepiH d3ipiiey KaxerTTimiri aWteurrad. KopeireiHpputaii kene, JXKM-men
OalTaHBICTBl KaTBIHACTAPABI THIMII peTTeyre KaOiNeTTi KYKBIKTHIK JKYHEHI NaMbITyFa KeIIeHIi XOHE
MIOHAPaJIBIK KO3KapacThIH MaHbI3AbLIBIFB KOPCETIITEH.

Kinm ce30ep: »acaHAbl WHTEIUIEKT, KYKBIKTBIK pETTey, KYKBIKTBIK MapTeOe, »KacaHAbl HWHTEIUIEKT
AHBIKTAMacChl, XaJbIKAPaJbIK BIHTBIMAKTACTBIK, JKACaHAbl HMHTEUIEKT KAayalKepILIUIri, 3THKAaJIbIK
NPUHIMIITEP, HOPMATHUBTIK-KYKBIKTHIK 0a3a, LUQPIaHABIPY, aKMapaTThIK TEXHOJOTHWsUIAp, JAepeKTepAi
KOpFay, KYKBIKTBIK TOyEKeJIep, aBTOMaTTaHABIPY, HHHOBAIMSIAP, KHOEPKAYITICI3IiK.

A.B. Cakraranosa, M.C. Cakraranosa

TeopeTuko-npaBoBbie 0CHOBBLI GOPMUPOBAHUS TPABOBOI0 ONpeae/eHUs
HCKYCCTBEHHOI'0 MHTEJJIEKTA: MPO0JIeMbl U NePCHEeKTHBBI

Llenplo NaHHOTO HCCIEOBAHUS SBISETCS aHAIM3 TEOPETHKO-TPABOBBIX OCHOB (POPMHPOBAHUS INPABOBOTO
omnpezeneHus KCKyccTBeHHOro uHTesuiekra (VM) B ycIoBHsAX ero CTpeMHUTEIBHOTO Pa3BUTHUS M BHEIPEHHS B
pasnuuHble cdepbl 00LIeCTBEHHON ku3HU. B nanHOIt paboTe nccnenyrorcs npoOiiemMbl, CBI3aHHBIE C OTCYT-
CTBHEM €IMHOrO MpaBoBoro ompenenenus MU, a taxke aHAIM3MPYIOTCS MOJAXOABI K €0 PEryJHpOBaHUIO,
NpUMEHsSEMbIe B Pa3NYHBIX CTpaHAX M MEXTYHApOJHBIX OpraHW3alusx, Bkimrodas EBpomeiickuit Coio3 u
CIIA. B xagecTBe METOJIOB HCCIIEJOBAHUS OBIIM HCIIOIH30BaHbI aHAIM3 HOPMAaTHBHO-TIPABOBBIX aKTOB, Ha-
YUHBIX IYOJNHKAIWi, a TaKkKe CPaBHUTEIbHO-NIPABOBON aHaNM3. B pesynbrare MccieqoBaHus ObUIO BbISBIIC-
HO, 4TO OTCYTCTBHE €IHHOTO IPaBOBOro onpeaeneHus MU co3naer 3HaunTeNbHbIE FOPUANYECKHIE CIIOKHOCTH,
npernsTcTByonre 3pGeKTHBHOMY PEryIHPOBaHHIO TaHHON cephl. YCTAaHOBJIEHO, YTO MOAXO/BI K OMpe/e-
nenno MU u ero peryiMpoBaHUIO CYIIECTBEHHO Pa3IMYarOTCs B Pa3HBIX IOPUCIUKLUIX, YTO MPHBOIUT K
KOH(JIMKTaM 1 IpaBoBoil HeonpeeneHHoCTH. [ToquepkrBaeTcst HEOOXOJMMOCTD Pa3paboTKU COTJIaCOBaHHBIX
MEXYHAapOIHBIX CTaHAApTOB U ompeaeneHuit MU, a taxke MEeXaHHU3MOB paclpezesieHHs] OTBETCTBEHHOCTH
3a BpeJ, npuanHeHHbIH M1, 1 3alUThl IEpCOHANBHBIX JaHHBIX. B 3aKiII04eHHe, OCBEIACTCsl BAKHOCT KOM-
IUICKCHOTO M MEXAUCLMIUIMHAPHOTO MOAX0Ja K pa3paboTKe MPaBOBOH CHCTEMBI, CrocoOHOI 3¢hdexTnBHO
peryJmpoBarth OTHOLICHUS, cBsi3aHHbIe ¢ VM.

Kniouesvie cnosa: NCKyCCTBEHHBIH MHTEIUIEKT, IIPAaBOBOE PETYIMPOBAHUE, NMPABOBOH CTATYC, ONpe/eTIeHHe
NN, mexnyHapoaHOE COTPYIHUYECTBO, OTBETCTBEHHOCTh M, 3THUECKHE IPUHIIMIIBI, HOPMAaTUBHO-IPABOBAs
6a3a, nudpoBusanus, HHGOPMAIMOHHbIE TEXHOJIOTHH, 3alIUTA JAHHBIX, IPABOBBIE PUCKH, aBTOMAaTH3aLus,
WHHOBaLUH, KHOepOe30MacHOCTb.
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